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What is the sum of the following series? $\sum_{n=1}*{\infty} \frac{n*242"n}$

oo n?.

The sum of the series )~ ; 5= is 6.

What is the result of the following integral? $\int_{-\infty}*{\infty} e*{-x*2} dx$

The integral you're asking about is the Gaussian integral. Its value is:

So the result is /7.
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What is the result of the following integral? $\int_{-\infty}*{\infty} e*{-x*2} dx$

The integral you're asking about is the Gaussian integral. Its value is:
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So the result is /7.

GPT-4 is so good at math!






Linear-time algorithm
for substring finding?



Write the linear time KMP algorithm that finds a substring in a string using Python

Certainly! The Knuth-Morris-Pratt (KMP) algorithm is a linear time algorithm for substring

searching, which is very efficient because it never backtracks more than necessary.

Here's a Python implementation of the KMP algorithm:

python (2] Copy code

(pattern):

m = len(pattexrn)
pi = [0] * m
j =
range(l, m):
j > pattern[i] != pattexrn[j]:
j = pilj-1]
pattern[i] == pattexrn[j]:
j +=
pil[i]l = 3
pi

Linear-time algorithm

o ® n len(text)
for substring finding? -
o pi = compute_prefix_function(pattern)
j = :
range(n):
j > text[i] != pattern[j]:
j = pil3-1]
text[i] == pattern[j]:

j +=

text =
pattern =

print(kmp_search(text, pattern))
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range(1,
j >
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pattern[i]
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() Copy code

(pattern):

m):

pattern[i] != pattexrn[j]:
]
== pattern[j]:

(text, pattern):

= len(text)

n
m = len(pattexrn)

pi = compute_prefix_function(pattern)

j:

range(n):

j >
j = pilj-
text[1i] ==

text[i] != pattern[j]:
]
pattern[j]:

j +=

text =
pattern =

print(kmp_search(text, patterxn))

GPT-4 can code so well!



Write the linear time KMP algorithm that finds a substring in a string using Python

Certainly! The Knuth-Morris-Pratt (KMP) algorithm is a linear time algorithm for substring

searching, which is very efficient because it never backtracks more than necessary.

Here's a Python implementation of the KMP algorithm:

python (2] Copy code

(pattern):

m = len(pattexrn)
pi = [0] * m
j =
i range(l, m):
j > pattern[i] != pattexrn[j]:
j = pilj-1]
pattern[i] == pattexrn[j]:

. . . text =
Linear-time algorithm

pattern =

for substring ﬁndmg’ nrint(kmp_search(text, pattern))

range(n):

j > text[i] != pattern[j]:
j = pil3-1]
text[i] == pattern[j]:

j +=

text =
pattern =

print(kmp_search(text, pattern))

GPT-4 can code so well!



Write the linear time KMP algorithm that finds a substring in a string using Python

Certainly! The Knuth-Morris-Pratt (KMP) algorithm is a linear time algorithm for substring 0 & &P

searching, which is very efficient because it never backtracks more than necessary.
Here's a Python implementation of the KMP algorithm:

python (2] Copy code

(pattern):

m = len(pattexrn)
pi = [0] * m
j =
i range(l, m):
j > pattern[i] != pattexrn[j]:
j = pilj-1]
pattern[i] == pattern[j]:

text = "ABC ABCDAB ABCDABCDABDE"
pattern = "ABCDABD"

match_index = kmp_search(text, pattern)

text =

pattern =

print("Pattern found at index:", match_index)

print(kmp_search(text, pattern))

i range(n):

This code defines a kmp_search function that first constructs the partial match table for the given pattern. It then uses this 1> text[1] != pattern[jl:

j = pilj-1]
table to efficiently search through the text. When it finds a match, it returns the starting index of that match; otherwise, it text[i] == pattern[j]:

j +=

returns -1.

text =
pattern =

print(kmp_search(text, patterxn))

GPT-4 can code so well!

https://www.almabetter.com/bytes/articles/kmp-algorithm
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GSM8k

James writes a 3-page letter to 2 different friends twice a week. How many pages does he write a year?

Joy can read 8 pages of a book in 20 minutes. How many hours will it take her to read 120 pages?

John writes 20 pages a day. How long will it take him to write 3 books that are 400 pages each?

Herbert is 10 years younger than Kris. If Kris is 24 years old now, how old will Herbert be next year?



GSM8k

James writes a 3-page letter to 2 different friends twice a week. How many pages does he write a year?

Joy can read 8 pages of a book in 20 minutes. How many hours will it take her to read 120 pages?

John writes 20 pages a day. How long will it take him to write 3 books that are 400 pages each?

Herbert is 10 years younger than Kris. If Kris is 24 years old now, how old will Herbert be next year?

Cobbe et al. Training Verifiers to Solve Math Word Problems. 2021.
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Can LMs really do math?



Arithmetic
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Four Digit Addition

Four Digit Subtraction

Five Digit Addition

Five Digit Subtraction /
Two Digit Multiplication
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Brown et al. Language Models are Few-Shot Learners. NeurlPS 2020.
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27+62=



You are a mathematician. Assuming that all numbers are in base-10

® o where the digits are "'0123456789", what is 27+62° Let's think step by step.
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You are a mathematician. Assuming that all numbers are in base-9

o o where the digits are "'012345678", what is 27+62? Let's think step by step.
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You are a mathematician. Assuming that all numbers are in base-9

° o where the digits are "'012345678", what is 27+62? Let's think step by step.
Arithmetic
default counterfactual
XD + 95
Base-10 Base-9
27+62= 89 100

Starting from the trailing digits of a and b, add them together.

ADD,,..(a. b) If greater than base, carry over.
paser Move on to the penultimate digit.



You are a mathematician. Assuming that all numbers are in base-9

o o where the digits are "'012345678", what is 27+62? Let's think step by step.
Arithmetic
default counterfactual
XD + 95
Base-10 Base-9
27+62= 89 100

AD Dbase(aa b)



You are a mathematician. Assuming that all numbers are in base-9

° o where the digits are "'012345678", what is 27+62? Let's think step by step.
Arithmetic
default counterfactual
XD + 95
Base-10 Base-9
27+62= 89 100

AD Dbase(aa b)

AD Dbase—lO(aa b)
AD Dbase—9(aa b)



You are a mathematician. Assuming that all numbers are in base-9

° o where the digits are "'012345678", what is 27+62? Let's think step by step.
Arithmetic
default counterfactual
XD + 95
Base-10 Base-9
27+62= 89 100

AD Dbase(aa b) 79*0

AD Dbase—lO(aa b)
AD Dbase—9(aa b)
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You are a mathematician. Assuming that all numbers are in base-9

° o where the digits are "'012345678", what is 27+62? Let's think step by step.
Arithmetic
default counterfactual
Base-10 Base-9
27+62= 89 100
ADDbase(aa b) 1.0_.’"0 Z.O_.f—’o

AD Dbase—lO(aa b)
AD Dbase—9(aa b) 70;'(') @
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Arithmetic

27+62=

You are a mathematician. Assuming that all numbers are in base-9
where the digits are "'012345678", what is 27+62? Let's think step by step.

default counterfactual
— —
| D D
Base-10 Base-9
39 100

12



Arithmetic

27+62=

You are a mathematician. Assuming that all numbers are in base-9
where the digits are "'012345678", what is 27+62? Let's think step by step.
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Arithmetic

random ;
GPT-4 s ]
Performance E
0 100
27+62
Default in base-10
/
1. .
Counterfactual in base-9

/‘b 100

Spatial Drawing

Coordinates of Draw a bubble tea

N rotated 180°

Code Exec.

sorted(
[“ab”’ “ba”] .
) key=lambda x: x[1],

in Python
[“ba”, “ab”]
w/ 1-based indexing
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Basic Syntax

Find the main
subject and verb

“They think LMs are
the best.” in
subj-verb-obj order

(they, think)

“Think are the best
LMs they.” in
verb-obj-subj order
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If XareV,Y are Z.
Are X Z?
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Y = mammals
Z = animals
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Y = reptiles
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Rule (additional):
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Wait, | can’t do base-9 arithmetic easily either

. Under a fixed time budget, probably, but what if given unlimited time?
. Competence vs. performance

. Why calibrate using human performance?
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