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LMs can learn the meaning of some languages
with form-only pretraining, but doesn’t do
well with non-transparent languages.
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Q: Does transparency affect meaning learnability? e
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NL: Referential Opacity

Q: Are natural language LMs sensitive to referential opacity? X
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